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Abstract

Trials to develop a CORBA toolkit have been made
at DESY and KEK. This toolkit provides basic APIs for
general-purpose data exchange.

There are two aims of the trials. The first one is to
make it easier to convert the existing CORBA applications
of older versions (Digital’s @aGlance) to those with the new
CORBA environment (Object Broker). Since the toolkit in-
cludes a complete emulation of the @aGlance functionali-
ties, re-use of the existing sources becomes possible. The
second aim is to evaluate the availability of CORBA over
different control systems. In order to inspect the availability,
the toolkit was introduced into three different control sys-
tems at DESY and KEK. As a result, communication avail-
ability has been demonstrated over three different platforms.

In addition, when an application is developed with the
APIs of the present toolkit, it can communicate with any
of the three different control systems. Thus, the present
work encourages the sharing of application software be-
tween DESY and KEK.

1 Introduction

At KEK, an injector linac of 2.5-GeV electrons/positrons1

provides beams to the KEKB rings. Since each accelera-
tor (the linac and the rings) was constructed independently,
there are no established communication protocols between
the two control systems.2 At DESY, the cryogenic control
system (D/3 system [4]) and the vacuum system (DOOCS
system [5]) were developed for the HERA ring, but are inde-
pendent. In both cases, new ideas are needed for cooperative
operations between two accelerators.

In recent years, a distributed object-oriented design has
become a promising direction for future accelerator control
systems. New techniques related to object-oriented ideas,
for example cdev[6], CORBA, Java, HORB[7] and so on,
become available. Feasibility studies in 1995 suggested that
the introduction of cdev and CORBA would be a possible
solution to link two accelerators at KEK [8]. In 1994, DESY
introduced a toolkit, based on an old version of CORBA, and
showed the usefulness of this toolkit (see Section 2.1).

This article describes our experimental trials to introduce
recent versions of CORBA to our (both DESY and KEK)

1Now upgrading the energy from 2.5 GeV to 8/3.5 GeV for electrons/positrons as a part
of the KEK B-physics project (KEKB) [3]. Upgrade will be completed in 1998.
2Details of these control systems are given elsewhere [1, 2].

accelerator control systems. At first, we developed a toolkit
with the recent CORBA product (Section 2). The toolkit
was then introduced to the DESY/KEK accelerators. A dis-
cussion is given in Section 3. Finally, a conclusion is given
in Section 4.

2 Development of the CORBA toolkit

2.1 An early study at DESY-KRYK

The @aGlance is an application developer’s toolkit by Dig-
ital which is based on the old version of CORBA (CORBA
1.1). Typical application interface functions (APIs) for the
client-server model are included. For example, a) ’GetList’
to get values of the specified tag-names, b) ’GetTags’ to get
object tag-names, and c) ’GetHistory’ to get history data of
a specified time-window.

The cryogenic control group of DESY (DESY-KRYK)
started to develop an archiver viewer system in 1994. As
shown in Figure 1, the archiver viewer can communicate
with any of the archiver servers for the three different control
systems. It is worth noting that the @aGlance toolkit made
it possible to share high-level application(s) among different
control systems. However, this toolkit is available only on
VAX machines. Moreover, Digital decided to stop its sup-
port for this toolkit.

2.2 A new toolkit with object broker

A new toolkit, based on the latest CORBA product (Object
Broker3 provided by Digital based on CORBA 1.2), has been
developed at DESY. The new toolkit includes complete em-
ulation of the @aGlance functions; thus, re-use of the ex-
isting sources is possible. In addition, Object Broker has
a C-language flavor rather that C++, while most others are
dedicated to C++. It is preferable for us, since our control
systems are mostly written in C language.

The current version 1.0a (Jan.1997) still has a serious
problem in that only one service is allowed at the same time.
This problem will be removed in future versions.

2.3 Performance

The present toolkit is expected to work on any platform for
which Object Broker is available. So far, the availability was
checked for the following platforms:

3The latest version of Object Broker is 2.7, while 2.5A and 2.6 were used with the
developments and tests in this article.
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Figure. 1. Relationship between a client (archiver viewer)
and servers of archive data for three different control sys-
tems.

(a) Open-VMS V6.2 and DEC-C with a MultiNet/TCPIP en-
vironment on a DEC Alpha250 4/266;
(b) Sun OS 4.1.3 with an acc compiler on a Sparc Station 10;
(c) Digital Unix v3.2D on a DEC Alpha Server 2100A.

Throughput measurements with functions of the toolkit
were carried out on the above three machines. The results
are summarized in Table I. The case [1] in Table I has both
the client and server processes running on the same machine
(the machine (a)), while in case [2] the two processes reside
on different machines (the machines (a) and (b)).

It takes 2-12 ms (50-680 ms) to transfer 1 (1000) double
value(s) with our environment. The measured data-transfer
rate of the toolkit is lower than that of the original Object
Broker by the factor 10–40. When the server and the client
run in the same machine (case [1]), the limit comes from
the CPU power, while the network capacity (10 Mbps in the
current test) seems to be the problem when the client runs on
a different machine (case [2]).

3 Discussion

3.1 Comparison of CORBA with socket functions

(a) data transfer
A simple test on a workstation (the machine (c) in Sec-
tion 2.3) shows that the round-trip time needed to exchange
1kB data between two processes is 9.6 ms. The same test
with socket functions results in 0.17 ms. In turn, the avail-
able maximum size is 1.2-1.4kB with socket functions, while
the limit is not specified with CORBA.4

(b) programming convenience
For cases where many clients are communicating with one

4Transfer of 16kB data was confirmed with Object Broker.

Table I

Throughput of the CORBA toolkit for typical cases.

Function Arguments case case
(datasize) [1] [2]

1a) 1 tag 40 ms 180 ms
GetList() (1 double)
1b) 1000 tags 60 ms 250 ms
GetList() (1000 double)
2a) 1double x 1tag 130 ms 580 ms
GetHist() (1 double)
2b) 1000double x 1tag 170 ms 680 ms
GetHist() (1000 double)
2c) 1000double x 4tags 200 ms 800 ms
GetHist() (4000 double)
3a) 5 tags 9 ms 36 ms
GetTags() (10strings x 3-5byte)

server, programmers need not care about multi-thread han-
dling with CORBA. Another benefit of CORBA is the redun-
dancy of services: many servers providing the same service
can reside on distributed nodes. When the server stops, the
client disconnects it and searches for another server auto-
matically. In addition, the use of IDL (interface definition
language) makes the handling of interface layers easier.

3.2 Progress at DESY-KRYK

The new archiver viewer and the server for the TTF archive
data were created by using the existing sources and the new
toolkit (see the left half of Figure 2). The result is quite
successful. The archiver viewer runs in the same way as
before without the @aGlance toolkit.

Another important progress is that non-VMS machines
can be introduced into the KRYK’s control scheme. We are
trying to install the same archiver viewer on a Sparc station
(the machine (b) in Section 2.3).

3.3 Progress at KEK-Linac

An archiver server of the KEK injector linac (KEK-Linac)
was also prepared with the toolkit (see the right half of Fig-
ure 2). As a result, an archiver viewer running at DESY can
connect with the archiver server of KEK-Linac, as shown in
Figure 3.

The present experience suggests the possibility to share
high-level applications between DESY and KEK. We are
trying to install an archiver viewer at KEK.5 The present re-
search also shows that CORBA is one of the possible selec-
tions for the communication protocol between the injector
linac and the KEKB rings.

5But not completed yet. The problem is the difference of graphic packages.
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Figure. 2. Relationships with the new CORBA toolkit.

Figure. 3. Archiver viewer running at DESY with histories
of six steering magnets of the KEK-Linac.

3.4 Future directions

Since the present toolkit accepts only one service at a time,
more development to enable multiple services is needed. In
addition, it is important to inspect the inter-operability of the
toolkit with other CORBA products.6

The present CORBA toolkit can be used as a communi-
cation protocol of distributed cdev implementations. The
DESY-KRYK group is preparing the cdev environment in
order to enable communications between the existing con-
trol systems. The toolkit would be used for connections with
the D/3 system and the DOOCS system.

6For example, Orbix by IONA Technologies Inc.

4 Conclusion

A CORBA toolkit has been developed for accelerators at
both DESY and KEK. The data-transfer times with our typ-
ical machines are 2-12 ms (50-680 ms) for 1 (1000) double
value(s), which are 2 orders slower than socket functions.
However, CORBA has benefits over socket functions from
the viewpoints of programmers.

The toolkit was installed on three different platforms at
DESY and KEK; it was found that the inter-operability was
successful. At DESY-KRYK, the toolkit enables the intro-
duction of non-VMS computers into their control systems.
At KEK-Linac, it encourages the sharing of application soft-
ware with DESY.
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